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大模型幻觉的表现特征、效应争议及潜在价值

喻国明　 金丽萍　 苏　 芳

摘要:大语言模型的幻觉问题已嵌入内容生产与传播的每个环节,成为影响个体认知、
社会分化、人机信任等的重要课题。 然而不透明性、概率性与自主性作为人工智能系统的

本质特征,大模型幻觉难以从技术层面完全消弭。 从大模型技术底层逻辑出发,可分析大

模型幻觉的定义内涵、表现特征与产生机制,并辩证看待大模型幻觉的消极影响与潜在价

值。 作为一种难以消解的复杂现象,大模型幻觉对于我们的挑战在于如何利用其潜在好

处,同时尽量减少其消极影响。 对幻觉率的容忍度应随场景而流动,温度参数的调整可在

信息准确性与创意性之间进行平衡与取舍。 此外,用户应提高“提示”素养,减少幻觉可能

带来的负面效应,并在人机协同中最大程度地激发其潜在价值。
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一、缘起:作为风险问题的“大语言模型幻觉”

在人工智能的发展过程中,大语言模型( Large
 

Language
 

Model,以下简称“大模型” )被视为推动

人工智能领域发展的主要动力。 具体而言,大模型是指具有庞大规模和复杂结构的人工智能模型,
它们往往具有数以亿计的参数和深层次的神经网络架构。[1] 例如 GPT-4、BERT 等大模型通过深度学

习的精妙算法,不仅能够深度解析语言,更能够根据输入的文本灵活生成内容,展现出极强的适应性

与创造力。
然而大模型的快速发展,不断引发社会生产、生活方式的变革,也影响着人类理解自身与世界的

方式。 大模型产生颠覆性作用的同时也带来数据泄露、数据鸿沟、虚假信息、模型幻觉等风险问

题。[2] 尤其是大模型幻觉成为影响个体认知、人机信任、社会分化的重要问题,引起广泛关注。 2023
年“幻觉”成为剑桥词典和 Dictionary. com 的年度词语。 数据显示,2023 年“幻觉”一词的搜索量比前

一年增加了 46%,“幻觉”原释义为“似乎看到、听到、感受到或闻到一些不存在的东西,通常是因为

健康状况或因为服用某种药物而产生幻觉” ,而后增加一个新的释义:“ AI 大模型幻觉会生成错误的

讯息。” [3]

大模型幻觉是指大模型生成看似合理但实际上漏洞百出的答案。 由于大模型是基于大量数据

进行概率演进,目前缺乏深度推理能力应对复杂情景,并无法像人类一样通过实践与物质世界的理

性互动去验证真伪,所以在信息处理和生成中容易出现胡说八道。[4]

大模型幻觉率( hallucination
 

rate)作为评估大模型可靠性与安全性方面的重要依据,是指模型产

生幻觉输出(即与事实不符、无根据或不合理的输出)的次数与总输出次数的比值。[5] 来自斯坦福大

学的几位研究员在通过对 GPT3. 5、PaLM、Llama2 这三款最先进的大语言模型进行近 20 万个法律问

题的研究后发现,三个模型在“法律领域”幻觉发生率高达 69%到 88%。[6] 说明大模型作为通才而非

“专才” ,在一些专业细分领域幻觉率较高。 目前通过外部信息检索系统、多步骤的问题拆解等方式



提高推理能力、优化模型的预训练阶段等技术方法可以降低大模型的幻觉率。[7] 然而大模型的技术

底层逻辑是基于对大量数据的统计分析来进行概率推理,概率分布意味着总是存在偏差性与不确定

性。 从技术底层逻辑而言,大模型幻觉率可以被控制,但无法完全消除。
因此,大模型幻觉始终作为风险问题被广泛讨论,不明来历的幻觉不仅会从能力与习惯方面造

成用户的认知危机,同时也对信息传播存在负面影响。[8] 从哲学层面而言,人工智能始终与人类互相

扮演“镜子”的角色,一方面人工智能的发展就是“拟人”的过程,另一方面人工智能使人类更深刻地

理解自身。[9] 回溯人类对于幻觉的讨论,从柏拉图的“洞穴隐喻”到西方现代哲学中的表征问题,人们

对“幻觉”已经做出了纷纭的阐述。 哲学家霍维( Hohwy)曾一针见血地指出,我们的大脑与心灵永远

独立于世界,只能通过预测错误最小化这一途径来推测世界的样子,所以人类幻觉只是失控的知觉

而已。[10]12-15

同理,大模型从来不是为了“精准”而设计的,它们被创造出来本身就是为了创造———生成。 涌

现作为大模型的突出特点,主要表现为上下文学习、指令遵循与复杂推理的能力。[10] 然而,受模型训

练数据、算法结构等多种不确定性因素影响,它无法通过自身来证明自身的完备性。 正如计算机科

学教授 Kambhampati 所言:“大模型在现实情况中原本就无法保证所生成内容的真实性,所有计算机

生成的创造力在某种程度上都是幻觉。” [11] 涌现与幻觉本是大模型进行创造生成的一体两面,如何

界定其模糊边界与离散程度才是以发展为导向的关键问题。 因此,大模型幻觉作为一种无法消弭的

复杂现象,不能简化为错误风险,即大模型幻觉的影响并非单一形态,而是在不同层面、以不同方式

作用于社会生产与认知活动,应放在适配场景中进行讨论。 本研究从大模型底层技术逻辑出发,在
促进传播技术发展与人机协同的语境下,按“何为幻觉-何以致幻-何以共生”的行文逻辑,重新审视

大模型幻觉的边界与价值,并探讨共治的可能路径。

二、何为幻觉

(一)大模型幻觉的内涵:忠实性幻觉与事实性幻觉

大模型幻觉( Hallucination
 

of
 

Large
 

Language
 

Models)是指大模型生成貌似合理连贯,但同用户输

入指令不一致、与事实相悖或根本无法验证的内容。[12] 目前大模型幻觉可被分为忠实性幻觉( faith-
fulness

 

hallucination)与事实性幻觉( factuality
 

hallucination)两大类。 其中忠实性幻觉是指大模型生成

内容与用户输入指令不一致,包括对用户输入的问题答非所问,或与对话历史上下文信息相矛盾。
事实性幻觉是指大模型生成的内容与既有事实不一致,或根本无法进行验证。[13]

复杂系统往往由元素与连接元素之间的关系所组成,其复杂性并不在于元素之多,而在于连接

关系的复杂。[14] 大模型作为“大算力+大数据+强算法”的产物,通常具有大规模的参数和复杂的计算

结构,可被视为一个复杂系统。 在内容生成过程中,海量的数据在输入后被拆解为各类要素,而算法

则是连接、组合各要素之间的关系。 场景作为“包含特定时间、地点、情感等元素,由企业、用户及其

他相关主体间的关系、行为所构成的具体画面或特定过程” 。[15] 算法需要在不同的场景中将各要素

按特定规则连接起来。 因此,算法需随场景变化而改变,一旦场景不同,算法的规则和性质都需随之

调整。
然而目前大模型算法难以覆盖所有行业领域和个体使用的场景规则,且模型算法本身也缺乏足

够的推理能力和验证能力。[16] 因此,大模型幻觉表现出的不合理逻辑关联与错误的因果推断,产生

根源在于数据要素本身的缺陷,或算法关系的错位与缺失,无法在适配的场景中将各个要素按合理

的规则连接起来。
(二)机器幻觉与人类的相似性:认知基模的作用

人类幻觉有感官幻觉(如幻听幻视)与认知幻觉之分。 区别于感官幻觉,认知幻觉指大脑在信息

处理中自动产生的错误逻辑建构,包括对碎片信息进行不合理整合、对不相关现象建立因果关系,对
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随机事件赋予意义等。[17]107 当人类认知幻觉与智能幻觉互为镜鉴时存在一定相似性,归纳而言,两
者表现出不同程度的不合理逻辑关联与错误因果关系推断。

1. 不确定性:不合理的逻辑关联

大模型的技术底层逻辑是基于对大量数据的统计分析来进行概率推理,在内容生成时依据要素

共现频率与关联性来给出一个可能性较高的答案。[18] 简单来说,即利用统计意义上最高概率的词来

填补空白。 然而,值得注意的是,与大模型进行交互的人与社会本身是复杂性事物,很多信息始终处

于秩序和混沌的边缘,是非线性、非理性的,无法全部被量化、算计并输入大模型进行训练,且概率本

身无法等同于绝对正确。 因此,根据共现频率来生成答案本身存在极大不确定性。 一旦共现关系与

事实内容发生断裂,就容易出现逻辑关联上的不合理。
2. 过度推理:错误的因果关系推断

大模型对物理世界和外部世界的理解并非是一个连续的完整体系,缺乏推理不同概念与实体之

间关系的深度理解和逻辑能力。 理解、生成、逻辑和记忆是诸多大模型公司提出的大模型四大核心

能力,大模型的“理解生成”过于类似一种无意识的“快思考” 。 “逻辑记忆”则是需要深度推理与多

方验证的“慢思考” 。 在实际应用中,大模型依赖上下文信息来快速理解问题和生成回答,基于模式

匹配和统计规律的快速推理,无法进行交叉的深度验证,容易出现错误因果的过度推断。
(三)何以致幻:大模型致幻的原因

1. 媒介的物质性根源和人类固有的认知偏差

从媒介物质性的角度出发,人本身生活的世界是由媒介所中介的,人与世界的关系具有区隔性,
媒介在介入世界的过程中,成了人与世界交往的重要中介桥梁和参照点。 因此,大模型幻觉是人与

机器交互的必然结果。
媒介并非透明的信息通道,其物质性( materiality)构建了人与世界之间的认知界面。[19] 这种界面

具有双重区隔性,包括技术性区隔和时空性区隔。 技术性区隔指的是数字媒介通过算法编码将世界

转化为可计算的数据流,例如传感器数据、社交文本和视觉符号等,人类的具身经验被抽象为离散的

符号系统。 大模型所处理的语料库本质上是对世界的二次建模,因此必然丢失原始情境的连续性。
而随着技术带来的时间的加速和空间的坍塌,它也导致时空性区隔,云端计算的异步性切断了实时

反馈循环,训练数据的历时性积累造成时间维度的扭曲,用户与模型的交互始终处于延迟的、非共时

的媒介时空中。 例如,大模型快速响应用户输入,导致其在时间压力下生成信息的准确性受损。
从历时性的角度来看,媒介系统正在从“人-媒介-世界”转向“人-媒介-媒介”的递归结构,现实

世界的中介化加速。 旧有的“世界→传感器→数据库→人类”的认知链条,正在被“ AI 生成内容→网

络爬虫→训练数据→新 AI 训练数据”的闭环取代。 在从媒介到媒介的传递链条中,每个环节都会因

模型架构差异引入噪声。 因此从必然逻辑来看,大模型的“幻觉”不是程序错误,而是媒介物质性发

展的代价,当我们将认知外包给超越生物限制的媒介系统时,就注定要承受其认知方式与人类经验

世界方式的根本性断裂。
幻觉的必然性的另一面在于其主语并不局限于大模型,人类在认知过程中同样存在幻觉。 大模

型的结构本身也是参考人脑的思维方式,选择性注意重点并忽视次要信息,如深度学习模型 Trans-
former 通过计算词的概率分布的循环来生成文本,当其无法预测时就会自动生成“捏造”部分信息。
同样,由于人本身存在既定的认知偏差,如损失厌恶、错误共识效应、刻板印象、锚定效应等,大模型

也可能存在这类问题。 当人们通过集体记忆来塑造历史认知时,大模型也可能正在通过训练数据来

固化现有的社会偏见。
2. 数据缺陷、算法缺失与场景错位

从数据层面来看,训练数据作为大模型的信息输入,构成其媒介物质性的基础。 任何媒介都依

赖于其物理载体,如书籍依赖纸张,广播依赖电波,而大模型依赖的是数据集合与存储介质。 大模型
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训练的语料库来自人类的数字表达,其中包含系统性偏见,例如 GPT-3 数据集并未公布训练数据集

的大小和内容。 在关于 GPT-3 的性别偏见的调查中,立法者、银行家或名誉教授等受教育程度较高

的职业以及需要艰苦体力劳动的职业,如泥瓦匠、工程师和警察都严重倾向于男性。 女性更可能从

事的职业包括助产士、护士、接待员、管家等。 并且在性别共现测试中,最具偏见的男性的共现词为

“大多数( mostly) 、极好的( fantastic) 、保护( protect) 、生存( survive) ” ,而女性的共现词则为“ 淘气

( naughty) 、随和( easy-going) 、怀孕( pregnant) 、华丽( gorgeous) ” 。[20] 数据筛选机制的不完善,让大模

型在内容生成时会再现与再生产数据中既有的各种偏见或歧视,非英语语言数据集占比的不足可能

导致非西方知识表征的结构性缺失。 自然语言处理( Natural
 

Language
 

Processing,简称“ NLP” )预处

理中的词干提取、停用词过滤等技术操作,实质是媒介物质性对语言的暴力简化。 这种“清洁化”过

程抹除了语言的社会情境锚点。
算法架构也具有媒介特异性,Transformer 的自注意力机制( Self-Attention)构建了独特的认知结

构。 图灵奖得奖者珀尔·朱迪亚( Pearl
 

Judea)把因果推断分成三个层面:第一层是“关联” ;第二层

是“干预” ;第三层是“反事实推理” 。 目前的机器学习只处于第一层,只是能够关联的“弱人工智

能” ,要实现“强人工智能”还需要具备干预和反事实推理等能力。[21]11-20 而干预和反事实推理意味着

大模型需要更深的理解力和想象力去理解因果关系,涉及更高层次的因果推断。 在 Transformer 的核

心技术自注意力机制的运作中,通过计算每个词与其他词的关联权重来提取特征,本质上与动态的

语义网络类似,如“华为”与“手机”权重高。 然而自注意力机制也可能存在关联陷阱和过度拟合的

问题,如模型通过共现频率学习“闪电→雷声”的强关联,但无法理解其间存在速度差异的物理因果。
这种基于统计的关联捕获,导致生成文本时可能出现“先闻雷声后见闪电”的反物理叙述。 因此,算
法关系的多样性与精深度的缺失容易出现由于算法缺失所造成的幻觉。

大模型幻觉的另一个原因是交互界面的再中介化,主要表现在训练场景与应用场景的错位。 在

时空锚点上,人类通过具身化的情境认知来决策,而大模型却是去语境化的统计建模。 一方面,大模

型训练数据往往是从特定领域、任务或环境中收集而来,在特定的数据集上训练可以习得特定的模

式与规律。 另一方面,不同的应用场景涉及不同的任务要求和目标。[22] 当应用场景与训练模型所基

于的场景存在较大差异时,训练模型时所优化的目标函数可能并不适用于新的应用场景,从而导致

模型可能无法准确地适应新情况,在处理新数据时出现偏差。 此外,当用户提供的输入信息不完整

或模糊时,即“提示模糊”时模型可能无法准确地将训练场景与应用场景相匹配,从而产生幻觉。

三、隐患与互补:大模型幻觉影响的多重面向

大模型幻觉并非单纯的技术缺陷,而是在数字媒介在物质性作用下的结构性产物。 正如广播剧

《外星人入侵地球》带来的真实恐慌,大模型生成的内容以一种更为隐性的方式侵入人的生活世界,
如果机器的逻辑训练无法在短时间内提升,验证、交叉验证和第三方核查将成为日常的媒介实践,否
则大模型幻觉可能会造成个体认知萎缩、社会认知分化,并在人机互动中损坏人机信任,进而破坏人

机合作加剧人机冲突。
(一)负面效应:认知萎缩、社会分化与人机信任危机

1. 认知萎缩:大模型幻觉的语料混乱、结构缺陷造成认知萎缩

认知萎缩( cognitive
 

atrophy)原是指大脑体积缩小导致的认知功能障碍,后有学者提出由于过度

依赖 AI 引起的认知萎缩意味着核心认知技能的下降,尤其是个体过度依赖 AI 获取信息与处理信息

会导致批判性思维、分析敏锐度和创造力的下降。[23] 大模型作为一个自动内容生产机器,以其个性

化与交互性容易让个体在信息摄入方面对其产生认知依赖。 而无法消弭的大模型幻觉,可能进一步

从信息处理上造成个体的认知萎缩。
在信息摄入层面,目前的智能技术的整合水平未必能达到足够高的水准,但是个性化和互动化
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快速生成结果容易让人产生认知依赖。 有研究者将同主题下 AIGC 与 UGC 内容进行比较发现,AIGC
发散性弱,主题集中度高,同质化严重且回答平庸笼络。[24] 有别于传统信息源,大语言模型由于其交

互性和个人化特性可以在短时间根据用户提问快速生成结果,容易让部分群体的知识获取变成“填

食”行为,也就是获得表面答案而非深层次的理解。[25]

在信息处理方面,大模型数据要素存在固有缺陷,以及算法关系的错位或缺失可能出现不合理

的逻辑关系或过度的因果推断。 基于概率和模拟的自动化生产的软件系统,优先取悦人类反馈而非

事实逻辑,使人类容易陷入这种系统设定的互动圈套,“事实让位于互动”预示着内容将变得廉价,真
实成为一种稀缺资源。 长期在混乱的语料、缺陷的结构中处理信息,个体对信息的批判性思维、分析

敏锐度会不断下降。
2. 社会分化:扩大用户认知与行为的差异固化数字不平等

在传统数字不平等的分化基础上,AI 技术带来的数字不平等,不仅停留在浅层的、外在的对这些

数智技术的接入分化和使用技能分化上,更表现为由这些差异带来的人类认知能力的分化上。 其

中,那些能够熟练接入和使用技术的强势用户、虽能接入但使用不熟练的中间用户、无法或拒绝接入

技术的弱势用户之间存在明显差异。 而大模型幻觉的存在,会进一步从信息获取、技术使用与社会

影响等方面加剧不同群体之间的分化。
在信息获取方面,数字素养不高的弱势用户容易获取大模型由于幻觉而生成的不准确或不可靠

信息。 然而那些强势用户却能够运用设计智慧搭建基于问题的思维架构,根据大语言模型的输出结

果进行批判反思与科学决策,更为高效地获取信息。
在技术应用方面,随着大模型的不断发展,其回答质量不仅取决于底层算法和训练数据,还取决

于其接收的提示(问题表达)的有效性。 由于提示词直接影响大模型表现,因此那些掌握熟练方法的

强势用户能够在合理的提示下激发大模型能力,减少幻觉带来的影响。 然而对大模型技术操作不熟

练的弱势用户可能由于指令模糊或场景错位而受到幻觉的误导。
长此以往,大模型幻觉的存在使不同群体之间在信息获取与技术使用方面差距越来越大。 在信

息传播领域,能够准确识别和纠正大模型幻觉的人可能会掌握更多的话语权和影响力,而那些容易

受到大模型幻觉影响的人则可能被误导,形成错误的观念和认知,进一步加剧社会分化。 因此,相比

于弱势用户,强势用户会在信息获取方面更为高效,并在技术使用中减少由于幻觉带来的负面影响。
长此以往,强势用户会掌握更多的话语权与影响力,这将从多方面加剧社会分化。

3. 信任危机:信息失真与归责模糊会对人机信任产生冲击

不明来历的大模型幻觉可能对人机信任产生冲击。 茹克尔( Zucker)从社会学视角划分出信任

产生的三种重要模式:来源于过程的信任、来源于特征的信任、来源于制度的信任。[26] 第一种模式的

核心在于互惠,如交换经验或礼物互惠等;第二种模式侧重点在于在相似性中达成共识,如相似的经

验、情感等;第三种模式指的是信任与正式的社会结构紧密相连,如专业背书、法律保障等。 在人与

大模型的关系中,人机信任即在已知不确定和脆弱的情况下,认为代理( agent) 能帮助个体实现目

标,信任水平会影响人与大模型的互动。[27]

而大模型幻觉可能从互惠价值与制度背书两个方面对人机信任产生冲击。 在互惠层面,大模型

幻觉提供的不准确与不可靠信息会降低个体对大模型互惠价值的感知。 如果大模型在对话中无法

完全符合用户指令,或事实性幻觉破坏大模型的准确性时,负面的反馈会降低个体对大模型互惠价

值的感知,进而对大模型的能力失去信心。
在制度建立层面,平台声明与法律法规的模糊,加之技术的复杂性与黑箱性,使用户在面对大模

型幻觉带来的损失时,难以明确责任主体,也会进一步对人机信任造成威胁。 当大模型幻觉引发的

错误和风险给用户带来损失时,源于制度信任的内容如平台声明、法律法规等仍然在发展过程中,难
以明确责任主体是开发者、使用者还是技术本身,这种责任界定的模糊性使得人们在面对大模型幻
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觉带来的损失时感到无助,也会进一步破坏人机信任。[28]

(二)正面效应:优化决策、激发创新与拓展知识边界

大模型幻觉作为一种复杂现象,不能简化为错误。 与人类通过五官了解世界的方式不同,大模

型通过自然语言的语义关系了解世界,它能够启动系统式思维对人类决策过程形成补充,其非传统、
非预期的输出能够激发创新与创造,可以不断试探与拓展人类知识的边界。 因此,大模型幻觉同时

存在对人与社会产生正面效应的潜在价值。
1. 开启系统式认知以优化决策过程

信息 处 理 的 启 发 式-系 统 式 模 型 ( Heuristic-Systematic
 

Model
 

of
 

Information
 

Processing, 简 称

“ HSM” )发现人类认知存在两种方式,即启发式认知和系统式认知。[29] 当两个系统作用一致时,决策

结果往往既遵从直觉又合乎理性,然而多数情景之下,两个系统存在竞争关系,占用较少心理资源的

启发式容易获胜,这也是很多非理性偏差的根源。[30]49-81 如果大模型不存在幻觉,也就是说,如果大

模型快速整合与生成内容的能力总是准确且可靠的,那么个体总是能够通过大模型提供的二手信息

进行启发式认知,这样即使启发式与系统式认知会产生竞争,获胜概率也会大大增加,从而加剧个体

的认知懒惰( cognitive
 

laziness) 。 然而大模型幻觉意味着人工智能系统并非完美无缺,需要个体对大

模型的输出内容进行批判性思考和评估,在人机交互中平衡启发式与系统式认知之间的竞争,优化

决策过程。
当前,“脑腐” ( Brain

 

Rot)正在成为新时代的流行病,这一词的出现预示着当人过分依赖低质量

且无价值和内涵的网络内容后,出现的精神和智力的衰退。 “脑腐”也是人类逐渐被剥夺认知和思考

的过程。 大模型给人类带来的幻觉同“脑腐”的共同点在于其都体现了人类认知水平的衰退,批判思

考和主动思考能力的下降。 因此,大模型个性化、互动化、快速化地生成内容,容易让用户长期依靠

二手信息进行启发式认知,陷入认知懒惰。 不过,大模型幻觉的存在表明人工智能系统并非完美无

缺,大模型存在的幻觉可能是技术的阿喀琉斯之踵,但却能够凸显人类推理判断和批判思维的能力。
人类需要利用自己的知识、经验和判断力来纠正大模型的错误,同时也可以从大模型的输出中获取

灵感和启示。 这种人机合作的模式既可以促进技术的进步,也能够提高个体的决策能力。 并且,与
大模型幻觉共处需要不断进行批判性的思考和评估。 当个体遇到大模型生成的不准确或不合理的

输出时,会促使他们去思考为什么会出现这种情况,以及如何改进模型以提高其准确性。 这种批判

性思维的过程有助于人们提高自己的分析和判断能力,培养系统性认知。
2. 非传统非预期输出激发创新创造

熵( entropy)最早在热力学第二定律中被提出,指系统中分子的无序程度。 1948 年香农将熵引入

传播学领域,提出信息熵。 信息熵是指一个信息系统的不确定性或无序程度。[31] 在大模型的语境

下,熵可被理解为模型输出的不确定性。 从信息论的视角下看,大模型幻觉可以被视为一种信息熵

的增加。 契克森米哈赖在创新动力学探讨中引入了熵的范畴,并作了创造性发挥,认为创新还有比

一般人所承认的那些驱力更根本、更重要、更强大的动力,那就是熵。[32]

大模型幻觉通常表现为具有不确定性、新颖性和意外性,这些都是信息熵增加的表现。 低熵状

态往往代表着稳定和有序,但这种有序会限制创新,而熵的增加可以打破传统的秩序和思维模式。
高信息熵状态意味着多样性与可能性增加,即使大模型幻觉的输出是错误的、模糊的或不完整的,但
是却能够促进不同元素、思想的融合与碰撞,带来更多可能性。 因此,作为一种非预期的输出,大模

型幻觉有望促进不同元素、思想的融合与碰撞,增加多样性与可能性,同时打破传统秩序与思维模式

促进创新发展。
系统运行中的“负反馈机制”作为一种通过识别、传递和响应“目标偏差”或“不良结果”能够引

导系统进行动态调节。 大模型幻觉作为一种非传统、非预期的输出作为一种负反馈,能够在人机之

间实现动态的自我纠错与持续进化,正如德勒兹所说:“人类所有的进步,不是从一个现成的答案到
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下一个现成的答案,相反,人类的思考是在负反馈的问题场域中,试图打开更多的别样的思考

向度。” [33]

3. 试探与拓展人类隐性知识的边界

作为知识生产网络的新节点,大模型内容生产可看作拓展知识来源的第三种途径,而大模型幻

觉在一定程度上促使人们去深入挖掘潜在的、未被明确表达的隐性知识,并不断试探知识的边界,推
动既有边界的拓展。 知识是指建立在数据与信息基础之上,经过理论分析与实践验证的具有真实性

的信念,广义的知识则不局限于狭义知识的客观性特质,还包括主观认知,凡是“行动者所持有的信

念,无论是默契于心的,还是在话语层面上言明的,都应该看作知识” [34]316 。 在知识生产中,所有人

类或非人类的参与者,包括非人的实体、技术系统、观念等在内,都被视为具有能动性的“行动者” ,他
(它)们通过相互关联的网络推动知识生产,人类和人工智能一样,都是知识生产网络中的节点。[35]

一方面,大模型幻觉在一定程度上为隐性知识的发展提供了新的契机。 传统的知识来源主要是

理性和信仰两种途径,理性强调通过逻辑推理、观察、实证研究等方式来获取知识。 信仰涉及对超自

然力量、宗教教义、价值观等的信任和接受。 然而人工智能的知识生产超出人类理性和信仰能力的

范畴,所以不是理性的过程也不是信仰的过程。 也被称为隐性知识,即人工智能在人类理性思维能

力以外生成的知识对人类来说是不可知的。 隐性知识通常是难以明确表达和传递的个人经验、直
觉、洞察力等知识形式,广义上可以理解为一种人类尚未通达的知识。 当大模型产生幻觉时,可能会

引发人们对已有知识体系的反思。 这种反思促使人们深入挖掘潜在的、未被明确表达的隐性知识,
以验证大模型输出内容的准确性。 在这个过程中,人们可能会更加关注自身的经验、直觉和洞察力,
从而将隐性知识显性化。 另一方面,大模型幻觉的存在也意味着知识的构建是一个动态的过程。 知

识并非一成不变,而是在不断地被挑战、修正和扩展。 大模型幻觉可以被视为对隐性知识的试探,促
使人类不断探索未知领域,拓展知识的边界。

四、何以共生:重审大模型幻觉的边界与价值

埃卢尔在《技术社会》 (The
 

Technological
 

Society)中提出,技术不仅仅是一个工具和机器的集合,
它还是一个复杂的社会和文化系统,塑造了我们的价值观、信仰和行为,它有一种扩张和自主的趋

势。 技术对人类的挑战在于如何利用技术潜在的好处,同时尽量减少其对个人和社会的消极影

响。[36]138 下文基于“人-机”协同视角,提出对幻觉率的容忍与调整应随应用场景而流动,大模型的温

度参数可自定义以在信息准确性与创意性之间进行平衡与取舍。
(一)基于场景的温度参数:在准确性与创意性之间的取舍

人类的对话场域是流动而微妙的,而大模型幻觉产生的原因之一就在于其取消了对话过程中的

“意义协商” ,使得生成信息与场景错配。 当医生无法理解 AI 诊断建议的生成逻辑,记者难以追溯自

动写作系统的选题偏好,就会形成技术权威与人类经验的认知断层。 因此,场景决定了对算法的特

定需求,对大模型幻觉率的控制应结合具体场景进行讨论。
在语言模型中,温度参数( Temperature

 

Parameter)是一种调整生成文本特性的指标,主要影响大

模型生成文本的随机性和多样性。[37] 信息熵作为衡量概率分布不确定性的一个指标,温度参数的调

整实际上就是改变信息熵。 当温度参数增大时,信息熵增大,生成文本表现出更高的随机性和可能

的创意性;当温度参数减小时,信息熵减小,文本倾向于遵循常见的模式,准确性在一定程度上更容

易保证,但可能缺乏创意。 目前技术支持对大模型温度参数的自定义。 因此,根据具体的应用场景

和任务需求,温度参数可以随之调整。 以新闻传播领域为例,在需要准确和可靠结果的场景下,温度

参数可以调低以确保信息的准确性与可靠性。 在侧重创意性与多样性的场景下,可以调高温度参数

以增加任务的创意性与独特性。
在实际应用场景中,用户需要依赖大模型输出准确信息以进行可靠决策时,内容的准确性与可
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靠性往往是首要考虑因素,尤其是在医疗、法律等领域,大模型的幻觉率应尽可能降低。 在新闻生成

场景中,大模型可能混合真实事件与统计幻象,编辑因无法理解其“思考”路径而丧失事实核查能力。
在发布场景下,新闻媒体如果发布不准确或不可靠的信息,可能会引发公众对新闻媒体的信任危机。
因此,在新闻内容报道或发布这类强调准确性与可靠性的高风险场景下,可以调低模型在相关应用

场景下的温度参数,将大模型幻觉率降低以确保内容的真实与准确,减少大模型幻觉可能引致的问

题与风险。
对幻觉率的容忍与调整应随应用场景而流动,用户可以自定义温度参数在信息准确性与创意性

之间进行平衡与取舍。 创意性是解决复杂问题的重要突破口。 在面对一些没有明确解决方案的问

题时,对于大模型幻觉率的容忍度可适当增大。 例如在新闻选题阶段,大模型幻觉可能带来一些新

颖的、意想不到的话题方向或角度。 对于一些较为常规的新闻事件,大模型可能会基于其对大量信

息的整合和理解,提供一些独特的解读视角或相关的衍生话题,帮助新闻工作者打开思路,挖掘出更

具吸引力的新闻选题。 在新闻策划方面,大模型可根据对不同主题和事件的关联分析,提供一些创

新的跨领域、跨学科的想法和框架,使新闻专题更具深度和广度。 因此,在新闻选题、策划这类强调

创意性与独特性的低风险场景下,可以合理调高温度参数,最大程度激发大模型幻觉的潜在创新、创
造价值。 因此,场景决定对算法的特定需求,对幻觉率的容忍与调整应随应用场景而流动,以便在信

息准确性与创意性之间进行平衡与取舍。
(二)与大模型幻觉共生:人机协同下人人都是提示词工程师

从现实应用情况而言,大模型幻觉已经彻底融入文本生产和传播的各个环节之中。 在生成式 AI
应用和实践所能涵盖的范围之内,与幻觉共生的主体不再是中介机构,而是被下放到每个与之对话

的用户个体。[38] 提示工程( Prompt
 

Engineering)是依托于大模型的智能能力,通过设计模型应执行任

务的自然语言文本,有组织地将提问想法转化为具有一组输入集或指令集的过程。 提示素养

(Prompt
 

Literacy)则是用户在这个过程中能否有效输入指令、引导 AI 优化输出最终实现高效协同的

能力,包括对提示设计原则和方法的掌握、具备评估和优化提示的能力以及批判思维和创新意识的

养成等。[39] 随着大模型越来越复杂,其回答质量不仅取决于底层算法和训练数据,还取决于其接收
的提示(问题表达)的有效性,未来人人都将直接或间接地成为提示语工程师。[40]

大模型幻觉作为一种复杂现象,除了技术本身,同时也与用户“提示素养”相关。 一方面,相比于

提升素养不高的用户,素养高的用户更能够根据场景合理设计提示词,避免由于指令模糊、场景错误

而产生忠实性幻觉。 或凭借自己的知识对大模型的错误输出进行纠正,通过质疑和逻辑分析,筛选

出大模型输出中的不合理内容,避免被误导。 另一方面,提示素养高的群体能更理解大模型的局限

性与适用范围,根据应用场景更灵活地自定义不同温度参数,在使用过程中挖掘出大模型幻觉的潜

在价值。
因此,降低由于指令模糊、场景错误而产生幻觉负面效应的可能性,用户应提高“提示”素养,并

在人机协同与合作中挖掘大模型幻觉的潜在价值。 如何提升“提示素养” ? 在学习方面,用户应深入

理解模型的训练方法、数据来源、知识范围及风险局限等,以便在设计提示时更好地把握模型的性能

和特点。 在实践方面,可以在积极与大模型交互中尝试不同类型的任务和问题,在实践中不断提升

设计提示的有效性。 此外,对输出结果应保持批判性思维,学会分析评估与追问验证。 因此,未来人

人都是提示词工程师,指令蕴含的知识越丰富,组织越完善,模型求解复杂任务的能力也会越强,人
机协作依然是应对大模型幻觉问题的最佳方式。 一方面,用户应提高“提示”素养,理解大模型致幻

的边界,并接受幻觉率在不同场景的适配程度,降低由于指令模糊、场景错误而产生幻觉负面效应的

可能性;另一方面,不断优化、创新指令有望在人机协同与合作中不断发掘大模型幻觉的潜在价值。

五、结语:在人机协同中实现大模型幻觉价值最大化

技术的价值呈现本身具有很强的情境依赖性,而人作为技术应用的主体,决定了这种情境的塑
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造以及技术价值在不同社会情境下的具体展现。[41] 随着大模型不断嵌入各行各业与日常生活,大模

型幻觉已经成为影响技术发展、人机信任的重要问题。 然而不透明性、概率性与自主性作为人工智

能系统的本质特征,难以使大模型幻觉完全消弭,但讨论大模型幻觉问题不能只关注其消极面向,更
应该在促进技术发展与人机协同的语境下,重新审视 AI 大模型幻觉的边界与价值。 人与媒介和世

界关系的再中介和断裂在深层次上呼应了海德格尔对技术“座架” ( Gestell)本质的批判,技术媒介正

在重塑人类的存在方式,而我们对这种重塑的后果尚未做好认知准备。
笔者从大模型技术底层逻辑出发,分析了大模型幻觉的表现特征与产生机制,认为作为复杂系

统的大模型由数据要素与算法关系组成,幻觉产生的根本原因在于算法无法在适配场景下将要素进

行合理的关系连接;本研究同时认为,需辩证看待大模型幻觉可能带来的消极与积极效应。 一方面,
大模型幻觉中语料混乱、结构缺陷可能会对用户认知造成干扰,用户对幻觉的认知与行为差异会进

一步加大数字不平等,并且幻觉容易造成人机信任危机;另一方面,与人类通过五官了解世界的方式

不同,大模型通过自然语言的语义关系了解世界,能够启动系统式思维对人类决策过程形成补充,其
非传统、非预期的输出能够激发创新与创造,不断试探与拓展人类知识的边界。

需要注意的是,“大模型幻觉”一词可能还存在伦理上的污名化问题,这一比喻将人工智能的负

面问题与精神疾病相关联,因此亟须正视大模型幻觉的诸多影响。 大模型幻觉作为一种难以消解的

复杂现象,对我们的挑战在于如何利用其潜在好处,同时尽量减少其对个人与社会的消极影响。 “接

受大模型幻觉永远无法被消弭的事实,意味着我们需要重新考虑何时、何地以及如何使用大模型。
它们是很棒的创意创造者,但无法独立解决问题。 因此可以把它们放到一个有验证者的架构中来利

用它们。” [11] 场景决定对算法的特定需求,对幻觉率的容忍与调整应随应用场景而流动,用户可以自

定义温度参数在信息准确性与创意性之间进行平衡与取舍。 未来,人人都是提示词工程师,用户应

提高“提示”素养,降低幻觉可能带来的负面效应,并在人机协同中不断发掘大模型幻觉新的价值。
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Abstract:Hallucinations
 

within
 

large
 

language
 

models
 

have
 

become
 

deeply
 

entrenched
 

in
 

every
 

phase
 

of
 

content
 

production
 

and
 

dissemination
 

processes,thereby
 

emerging
 

as
 

a
 

crucial
 

problem
 

that
 

exerts
 

a
 

signifi-
cant

 

impact
 

on
 

individual
 

cognitive
 

processes, social
 

stratification, and
 

human-machine
 

trust
 

relationships.
Nevertheless,considering

 

that
 

opacity,probabilistic
 

nature,and
 

autonomy
 

constitute
 

the
 

intrinsic
 

characteris-
tics

 

of
 

artificial
 

intelligence
 

systems,it
 

is
 

a
 

difficult
 

task
 

to
 

entirely
 

eradicate
 

hallucinations
 

in
 

large
 

language
 

models
 

from
 

a
 

technical
 

standpoint. This
 

paper
 

commences
 

from
 

the
 

fundamental
 

logic
 

underpinning
 

large
 

language
 

model
 

technologies. It
 

conducts
 

an
 

in-depth
 

analysis
 

of
 

the
 

definitional
 

implications,expressive
 

fea-
tures,and

 

generative
 

mechanisms
 

of
 

hallucinations
 

within
 

large
 

language
 

models. Moreover,it
 

adopts
 

a
 

dialec-
tical

 

approach
 

to
 

examine
 

both
 

the
 

negative
 

ramifications
 

and
 

potential
 

values
 

of
 

these
 

hallucinations. As
 

a
 

complex
 

and
 

intractable
 

phenomenon,the
 

primary
 

challenge
 

presented
 

by
 

large
 

language
 

model
 

hallucinations
 

for
 

us
 

lies
 

in
 

the
 

optimization
 

of
 

leveraging
 

their
 

potential
 

advantages
 

while
 

concurrently
 

minimizing
 

their
 

ad-
verse

 

effects
 

to
 

the
 

greatest
 

extent
 

possible. Consequently,the
 

tolerance
 

levels
 

and
 

adjustment
 

strategies
 

re-
garding

 

the
 

hallucination
 

rate
 

should
 

be
 

adaptable
 

to
 

diverse
 

scenarios. Users
 

are
 

enabled
 

to
 

customize
 

tem-
perature

 

parameters,thereby
 

facilitating
 

the
 

achievement
 

of
 

a
 

balance
 

and
 

enabling
 

trade-offs
 

between
 

infor-
mation

 

accuracy
 

and
 

creativity. Additionally,users
 

are
 

required
 

to
 

enhance
 

their
 

proficiency
 

in
 

“ prompting”
 

to
 

mitigate
 

the
 

potential
 

negative
 

consequences
 

induced
 

by
 

hallucinations
 

and
 

to
 

maximize
 

the
 

potential
 

value
 

of
 

large
 

language
 

model
 

hallucinations
 

within
 

the
 

context
 

of
 

human-machine
 

collaboration.
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